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1 Abstract

For this project we investigated the logistical problem of log transportation in forestry. This is a
variant of the famous vehicle routing problem. We investigated models and methods in the literature
and focus on a specific variant of the routing problem, the capacitated vehicle routing problem. We
compared different methods on a preexisting data set. The data originates from a Scottish forestry
company. The methods investigated are linear programming, simulated annealing, and ant colony
optimization.

2 Vehicle Routing Problem (VRP)

The Vehicle Routing Problem (VRP) is a combinatorial problem that asks ”If an organization has
a fleet of vans/trucks/vehicles and wishes to visit a set of customers, what route minimizes the
total distance travelled?”. For the classic VRP, there is a single depot that all vehicles start and
finish at, and the speed of travel is assumed to be consistent. Thus, there is no practical difference
between minimizing time or distance. There are many variants of the VRP [17]. Some examples
are:

• TSP: If there is only a single vehicle then the VRP simplifies to a Traveling Salesperson
Problem (TSP) where one vehicle (or salesperson) visits all locations.

• TSPP: A variant of the TSP is the TSP with Prices (TSPP): each location has a price and
the salesman must only visit a subset of the locations while maximizing profit (sum of prices
of visits minus travel cost).

• CVRP: If the vehicles are delivering items to customers and each vehicle has a set amount of
capacity, then the problem is the Capacitated Vehicle Routing Problem (CVRP). The CVRP
simplifies to the VRP if each demand is 1 and the vehicle capacity exceeds the number of
customers.

• VRPTW: In some instances, each customer can only be served within a time window. This
is the Vehicle Routing Problem with Time Windows (VRPTW).

• AVRP: The Asymmetric VRP occurs when there is one or more pairs of locations where the
cost from location i to location j is not equal to the cost from location j to location i. This
causes the cost matrix to be asymmetric, thus the name.

• VRPB: For the VRP with Backhauls, customers exist in one of two groups: linehauls and
backhauls. For any route, linehaul customers must all be visited before any backhaul cus-
tomers. If backhaul customers are eliminated, then the VRPB simplifies to a VRP. A real
life example of this is the grocery store industry. In that industry, each truck follow three
ordered steps: (1) transport food from the depot to grocery stores (the linehaul customers,
(2) pick up food from farmers (backhaul customers), and (3) return with newly-acquired food
to the depot. The required order occurs because trucks are loaded/unloaded from the lack in
a first-come last-out manner.

• TTVRP: The Timber Transport Vehicle Routing Problem (TTVRP) is a variant whereby
timber orders are given a priori. These orders would specify the supply point, destination
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point, and quantity. The objective wold be be route and schedule the vehicles with minimum
distance travelled while respected the a priori orders.

Other variants exist such as a VRP with multiple depots or with a heterogeneous fleet (vehicles
with different capacities) which, though interesting, are beyond the scope of this paper.

3 Vehicle Routing Problems and Forestry

In our project, we approach a VRP in a forestry context. All trucks start empty at a single depot,
and must return to the depot empty at the end of a workday. Trucks travel to forests, where they
pick up up a consignment of lumber to deliver to a mill. All trucks can only hold one consignment
at a time. All consignments are from a specific forest to a specific sawmill. These consignments
are provided a priori, so our task is to minimize the “deadhead”, the distance accrued when a
truck travels empty to the next forest. In other contexts, one can include constraints such as time
windows of consignments, limitations on how many trucks can concurrently deliver orders to a
location at a time, and constraints on the length of a work day for the truckers. For our project,
our only constraints are on the capacity of the trucks.

4 Mixed Integer Linear Programming Formulations

4.1 VRP Two-Index Basic Formulation

This basic formulation uses a decision variable, xi,j , to denote if a vehicle moves from location i to
location j. Since the variable keeps track of the direction, the topology of the routing area can be
understood as a directed graph. Since xi,j has two indexes, it is known as a two index formulation
[1].
Scalars and Indexes
n ∈ N number of customers
V = 1..n Set of all customer indexes
V0 = {0} ∪ V Set of all locations (also called nodes)
i, j ∈ V0 index of locations: depot (0) and customers (1 to n)

Parameters
ci,j ≥ 0 ∀i, j ∈ 0..n cost/distance from i to j
Q > 0 Capacity of each vehicle
K ∈ N Number of vehicles which can be used

Variables
xi,j ∈ {0, 1} ∀i, j ∈ 0..n Is 1 if some vehicle moves from location i to location j, 0 otherwise

minx

∑
i,j∈0..n

ci,jxi,j (1)

∑
i∈V0

xi,j = 1∀j ∈ V (2)

∑
j∈V0

xi,j = 1∀i ∈ V (3)
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∑
j∈V

x0,j ≤ K (4)

∑
i,j∈S,i ̸=j

xi,j ≤ |S| − 1∀S ⊆ V (5)

Equation 1 is the objective which minimizes the length of the sum of all the tours. Constraints 2
and 3 ensure that each customer has one predecessor and one successor, respectively. Constraint
4 ensures that no more than K vehicle can depart from the depot. With only those constraints,
meaning without constraint 5, the model would create subtours. A subtour is a route that is isolated
from the depot. For example the tour 1 → 2 → 3 → 1 is an example of a subtour. Constraint 5
would eliminated the 1→ 2→ 3→ 1 subtour by asserting that the number of active arcs between
members of subset S = {1, 2, 3} is less than or equal to 2. This eliminates the subtour since
1→ 2→ 3→ 1 =⇒

∑
i,j∈1..3,i̸=j xi,j = 3. This type of subtour elimination constraint is called the

DFJ constraint, after the authors Dantzig, Fulkerson, and Johnson [3]. Note that the cardinality of
S grows exponentially with the number of customers. In mixed integer linear programming, DFJ
constraints are asserted only when an incumbent solution violates it. This kind of constraint is
known as a lazy constraint.

4.2 Capacitated Vehicle Routing Problem

For the CVRP, each customer is associated with a demand and each vehicle travels delivering the
demanded product to each customer on its route. The total demand over the customers of a route
must not exceed a route. New notation for the CVRP is the following:

Q Capacity of each vehicle (this assumes each vehicle is the same)
di > 0∀i ∈ V Demand for each customer i

The DFJ subtour elimination constraints (equation 5) can be modified in order to assert capacity:∑
(i,j):i∈S,j /∈S

xi,j ≥ ⌈
∑
i∈S

di/Q⌉∀S ⊂ V (6)

In effect, any subset of customers must have enough vehicles to supply that subset of customers.
An alternative set of constraints that simultaneously assert subtour elimination and vehicle capacity
are the MTZ (Miller-Tucker-Zemlin) constraints [13][3].

ui ∈ [0, Q− di]∀i ∈ V0 keeps track of level of inventory the vehicle leaves node i with

uj ≤ ui − di +Q(1− xi,j)∀i ∈ V0, j ∈ V (7)

The MTZ constraints disallow subtours since for any route which includes customer i, ui < uj <
.. < uk < ui =⇒ ui < ui which is a contradiction. The MTZ constraints also sets a capacity for
each vehicle as the upper bound of u which is Q.
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4.3 CVRP with Time Windows

Integrating time windows requires new parameters, variables, and constraints. It also generally
requires an updated representation of the depot. For this section, the depot is represented by two
indexes: 0, and n+ 1. Practically, each vehicle departs from 0 and finally goes to n+ 1 [5].
Time Window Parameters
V0,n+1 set of edges included the two edges representing the depot: 0 and n+1
ai∀i ∈ V0,n+1 when window for edge i starts
bi∀i ∈ V0,n+1 when window for edge i ends
si∀i ∈ V0,n+1 servace time for edge i
ti,j∀i, j ∈ V0,n+1 time taken to travel from i to j, usually proportional to cost or distance

Time Window Variables
wi∀i ∈ V0,n+1 lower bound of time of arrival at edge i

Two Index VRPTW

minx

∑
i,j∈V0,n+1

ci,jxi,j (8)

∑
i∈V0,n+1

xi,j = 1∀j ∈ V (9)

∑
j∈V0,n+1

xi,j = 1∀i ∈ V (10)

∑
j∈V

x0,j ≤ K (11)

ai ≤ wi ≤ bi∀i ∈ V0,n+1 (12)

wj ≥ wi − bi + aj + xi,j(bi − aj + si + ti,j)∀i ∈ V0, j ∈ Vn+1 (13)

The biggest difference with VRPTW is the inclusion of the variable wi denoting when a vehicle
visiting location i leaves location i. Constraint 12 ensures that the time window of each location is
respected. Among the locations, the depot is special since each vehicle must (1) depart after the
start of the shift and (2) arrive before the end of the shift. This necessitates the representation of
the depot using 2 nodes: 0 and n+1. Constraint 13 is like the previously referenced MTZ constraint
but for time instead of capacity. The Capacitated VRPTW (CVRPTW) can be constructed by
simply asserting vehicle capacities and capacity constraints in the VRPTW. For some instances of
the VRPTW, all locations are open over the same period of time and so the time constraint can be
simplified to merely forcing each vehicle to depart and arrive at the depot within the shift. Under
this simplification, a practitioner could forgo asserting constraint 12 for all customer locations; only
asserting it for the depot.

4.4 Three Index Formulation

In the preceding two-index formulations the set of all routes was determined indirectly by location
specific information. The third index in a three index formulation designates the vehicle used. The

5



three index formulation allows for a wide range of vehicle specific idiosyncrasies [5].

3-Index Formulation Variables
xi,j,k∀i ∈ 0..n, j ∈ 1..n+ 1, k ∈ 1..K if vehicle k travels from location i to location j
wi,k∀i ∈ 0..n+ 1, k ∈ 1..K time when vehicle k leaves location i

minx

∑
i∈0..n

j∈1..n+1
k∈1..K

ci,jxi,j,k (14)

∑
i∈0..n
k∈1..K

xi,j,k = 1∀j ∈ 1..n (15)

∑
i∈0..n

xi,j,k =
∑

i′∈1..n+1

xj,i′,k∀j ∈ 1..n, k ∈ 1..K (16)

wi,k + si + ti,j − wj,k ≤ (1− xi,j,k)Mi,j (17)

ai ∗ (
∑

j∈0..n+1

xi,j,k) ≤ wi,k ≤ bi ∗ (
∑

j∈0..n+1

xi,j,k)∀k ∈ 1..K, i ∈ 1..n (18)

ai ≤ wi,k ≤ bi∀k ∈ 1..K (19)

Constraint 15 ensures that each customer is visited once. Constraint 16 requires that if vehicle k
arrives at a customer, that vehicle also leaves that customer. Constraint 18 works like constraint
12 except that wi,k is zeroed out if location i is not visited by vehicle k.
In the form shown above, there is a symmetry between all of the vehicles: every solution exists in
a set of K! permutations since permuting the vehicle index has no practical effect on the solution.
Symmetry will usually slow the solver because it exponentially increases the size of the search
space. It is good practice to eliminate symmetry through a symmetry defeating constraint [14]. A
symmetry defeating constraint is asserting that the distance travelled by vehicle j is greater than
the distance travelled by vehicle j + 1. This is shown in constraint 20.∑

i∈0..n
j∈1..n+1

ci,j,k(xi,j,k − xi,j,k+1) ≥ 0∀k ∈ 1..K − 1 (20)

4.5 Set Covering and Column Generation

4.5.1 Overview

A strategy related to the three-index formulation is set covering. In a set covering formulation, each
possible route is enumerated and assigned a decision variable. The formulation picks a subset of the
routes that minimizes the cost while covering the entire set of customers. A route is represented by a
column of binary variables with a length equal to the number of customers. A 1 in space i represents
that that route visits customer i. A set covering method is infeasible due to the exponentially large
number of possible routes. The column generation method circumvents this problem [4].
There are two problems in the column generation algorithm that are repeatedly solved: the re-
stricted master problem (RMP) and the subproblem (SP). The subproblem could also be called
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the pricing problem. The RMP takes a set of routes and chooses which combination of routes to
use. At first, the integral constraints of RMP are relaxed so the RMP can be solved as an LP.
The subproblem creates a new route which minimizes the reduced cost of the RMP. The algorithm
iteratively optimizes the RMP and adds a new route option using the SP. When no new route with
a negative reduced cost can be added, the RMP is solved as an IP which results in the ultimate
solution.

4.5.2 Definitions

Scalars and Indexes
n ∈ N number of customers
i, j ∈ 1..n index of locations: depot (0) and customers (1 to n)
r ∈ 1..|R| index of routes

Parameters
di,j ≥ 0 ∀i, j ∈ 0..n distance from i to j
Air ∈ {0, 1} ∀i ∈ 1..n, r ∈ 1..|R| if customer i is visited on route r
cr ≥ 0 r ∈ 1..|R| cost/distance of route r
R set of all routes

Variables for Restricted Master Problem (RMP)
yr ≥ 0 ∀r ∈ 1..|R| if route r is used, may be continuous or discrete

Variables for Subproblem (SP)
xi,j ∈ {0, 1} ∀i, j ∈ 0..n if a van travels from i to j
ai ∈ 0, 1 ∀i ∈ 0..n if location i gets visited in the subproblem route (a0 is always 1)
ui ∈ (0, C) ∀i ∈ 0..n for MTZ subtour elimination constraints

4.5.3 Restricted Master Problem (RMP)

RMP
min

∑
r∈1..|R|

cryr (21)

∑
r∈1..|R|

Airyr ≥ 1∀i ∈ 1..n −→ πi∀i ∈ 1..n (22)

The objective, equation 21, minimizes the total travel distance of the chosen routes. Constraint
22 ensures that each customer is visited at least once. The π is the dual variable for equation 22.
There is a πi for each customer.

4.5.4 Subproblem (SP)

min(
∑

i,j∈0..n,i̸=j

di,jxi,j)−
∑

i∈1..n

aiπi (23)

uj ≤ ui − xi,j + (C + 1)(1− xi,j)∀i ∈ 0..n, j ∈ 1..n, i ̸= j (24)

∑
j∈0..n

xi,j = ai∀i ∈ 0..n (25)
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∑
i∈0..n

xi,j = ai∀j ∈ 0..n (26)

xi,i = 0∀i ∈ 0..n (27)

The objective is the reduced cost of the RMP. Constraint 24 eliminates subtours using MTZ style
elimination. Constraints 25 and 26 ensures each visited customer has one successor and one prede-
cessor. Equation 27 could be replaced with just defining xi,j for cases where i ̸= j.

4.5.5 Algorithm

1: Set A ▷ create a feasible solution
2: Solve RMP as an LP
3: Solve SP
4: if objective of SP is negative then ▷ check if reduced cost < 0
5: R = R+ 1
6: Set SR ▷ Add the new route into the set of routes
7: Set aR ▷ new column
8: A:,R = aR
9: go to step 2

10: end if
11: Solve RMP as IP
12: Set solution to chosen routes

4.6 Minimum Cost Flow Problem

For this paper, the constraints simplify the problem into a minimum cost flow problem with upper
and lower bounds. Due to the total unimodularity of the constraint matrix, the basic feasible
solutions are integer and so the integer program collapses into a linear program [2]. For each a
edge directed from a logging forest to a mill, the upper and lower bounds were set to the number
of orders for that pair.
Sets and Scalars
E set of all edges
V set of all vertices
d depot
T number of trucks

Parameters and Decision Variables
xe amount of flow across edge e
ce cost/distance for edge e
ue upper bound of flow for edge e
le lower bound of flow for edge e

minx
∑
e∈E

cexe (28)

ue ≤ xe ≤ le∀e ∈ E (29)
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∑
e∈δ+(v)

xe =
∑

e∈δ−(v)

xe∀v ∈ V \ {d} (30)

∑
e∈δ+(d)

xe =
∑

e∈δ−(d)

xe = T (31)

5 Simulated Annealing (SA)

Simulated Annealing is a meta-heuristic optimization method that is modeled after the process of
slowly cooling metal. The process transforms the metal into its strongest and most workable form.
Analogously, the simulated annealing algorithm utilizes a slowly decreasing temperature parameter
that allows for the discovery of the optimal solution [16].
We used the model formulated in Haridass et al. [10] to base our own models after. From this, a
fitness function was developed to account for the costs associated with the total distance travelled
and unloaded miles of a particular truck route. Next, a cooling schedule has to be developed that
includes the initial temperature, the final ”cooled” temperature, the cooling parameter, and the
number of iterations at each temperature [11]. These parameters are usually experimented with by
authors until a satisfactory solution is discovered.
Then, we can use both the temperature and the fitness function as probabilistic parameters that
determine whether a worse solution is accepted in our algorithm. For example, if the temperature
is still relatively high, then a worse solution is more likely to be accepted than if the temperature
is nearing its ”cooled” temperature [16]. This allows the algorithm to escape any local minimum it
may have found in search for the global minimum.
Various authors propose different probability thresholds. For example, in Haridass et al. [10], a
worse solution will be accepted if

Random(0, 1) <
T + δ

T

where T is the current temperature and δ = (current solution fitness)− (new solution fitness).
In Tan et al. [16] and Harmanani et al. [11], a worse solution will be accepted if

Random(0, 1) ≤ e(−
δ
T )

where T is again the current temperature and δ = (new solution fitness)−(current solution fitness).
After the newly generated solution is accepted or rejected according to a particular scheme, the
algorithm repeats the process for the specified number of iterations before multiplying the current
temperature by the cooling parameter until the final temperature is reached.
Our own model was developed in Python and our fitness function only included the total unloaded
miles. We implemented specific operators present in Haridass [10] such as swapping or transferring
routes between trucks to generate new solutions; swapping routes maintains the total number of
orders given to a set of trucks while transferring does not. Further, trucks could be given a route
of any length as we had no time constraints.
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6 Ant Colony Optimization (ACO)

Ant Colony Optimization (ACO) is a swarm intelligence based metaheuristic based on the metaphor
of ants and pheromones. This metaheuristic was first developed by Dorigo in his 1992 PhD dis-
sertation and continually developed throughout the 90s [6][8][9]. “Ants” wander around randomly
on our graph, depositing pheromone either after each edge traversal, or after a full solution to our
problem is found. This pheromone increases the probability the path will be chosen in the future
by any ant. This increase in probability is usually scaled inversely to the length of the edge. All
pheromone also evaporates at a certain rate after each step or solution finding iteration, decreasing
the probability that an ant will pick that edge. We also have a parameter to control edge selection
a priori, such as preferring short paths over long ones. Metaphorically, we can think of this as an
ant being able to “see” the length of an edge and changing the likelihood of picking a path based
on this observed length. We can represent the probability that the kth ant takes a path as

pkxy =

(
ταxy

) (
ηβxy

)
∑

{allowed z} (τ
α
xz)

(
ηβxz

)
where ταxy is the amount of pheromone on the edge xy subject to a parameter α, and where ηβxy is
the a priori adjustment to the path subject to the parameter β. For a VRP, we will restrict which
edges an ant can pick at each step, those edges are represented in the equation above as {allowed
z}. We can write the pheromone update rule as follows

τxy ← (1− ρ)τxy +

m∑
k

∆τkxy

where ρ is the evaporation parameter, and ∆τkxy is the pheromone strength on an edge xy if it
used by the kth ant. This amount is almost always scaled inversely to the length of the edge xy,
so we may further define ∆τkxy = Q

Lxy
, where Q is a pheromone parameter we choose to represent

the constant, absolute amount of pheromone deposited by a given ant, and Lxy represents the
length of the edge xy. Thus, the key idea is that, with a properly chosen pheromone constant, and
evaporation rate, the ants will converge on a near-optimal solution to our VRP, and much quicker
than a brute force search.

7 Data

We use the data sets found in Kent et al. (2014) [12]. There were six data sets, each of which includes
coordinate, location type, loading bay constraint data for each location, and consignments with
associated time windows. For our project, we used the coordinate, location type, and consignment
data without the associated time windows. Between the data sets, a range of 300 to 440 orders had
to be fulfilled by 40 trucks. Units were not presented in the paper; all of our results are left as the
raw numbers.

10



8 Results
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As we can see, the MILP implementation performed far better than our heuristics. This is to be
expected, as MILP solved to optimality. Given the small size of our data, all methods took roughly
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Approximate Standard Deviations of the heuristics

the same amount of time to run. Since our heuristics involve randomness, we sampled the methods
many times to approximate the mean and variance of the performance of the heuristics. For the
ACO method, an evaporation rate of 0.1 was used, and an a priori adjustment of the reciprocal
of the distance to the fourth power was used. This was found through many manual adjustments
to give the best results, although this is not ideal (discussed later). For the SA method, an initial
temperature of 100, a final temperature of 1, a cooling parameter of 0.99, and an iteration number
of 5 were used. These were found through experimentation to try and give the algorithm ample
time to settle on a better solution with each temperature step. We can see that the SA and ACO
methods performed similarly, with SA performing better both on average and with smaller variance.
However, both methods had rather high variance, and SA is not guaranteed to outperform ACO in
any given run of the heuristics.

9 Discussion

For the ACO method, we noticed that no matter what evaporation rate was used, the pheromone
network did not form in any effective patterns, and always settled into a uniform network. This
is visualized below by looking at the pheromone network after the final solution is returned. The
opacity of the lines denotes the strength of the pheromone on that path.
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Ideally, we would expect clear paths to emerge as better options for finding a solution, and not a
network where almost all paths have equal likelihood of being chosen. This may be a limitation of
the baseline ACO algorithm being applied to a system of ants rather than a singular ant. In the
ACO implementation for this project, each ant must keep fulfilling orders until all the orders are
fulfilled. While this would minimize the time taken to deliver the orders, it actually increases the
distance covered in total. There are different ways of encouraging an ant who has already covered a
lot of distance to “head home early”, in order to minimize distance. One of those is to introduce a
new parameter that increases in value as the total distance traveled by an individual ant increases.
This would add another dimension to the parameter space, and so add some additional computation
time in order to find a more optimal solution. In its baseline formulation, the ACO method seems
to need some extension in order to tackle this problem more effectively. There are many extensions
in the literature, such as the Ant Colony System (ACS) approach by Dorigo and Gambardella,[7]
and the Max-Min Ant System (MMAS) approach by Stützle and Hoos[15].

For the SA method, we noticed that the swap operator, on average, produced better solutions than
the transfer operator. This may be from the fact that the swap operator allowed for orders to be
switched within a single truck. This type of operation is important as the order in which a singular
truck fulfills its route can greatly affect the total distance at the end. Further, because of the low
number of repetitions and the distribution of the logger and mill locations, it is reasonable to as-
sume that our choice of an initial solution affected our found optimal solution. Our initial solution
was chosen by assigning a roughly equal amount of orders to each truck. But, because there were
a few orders scattered around the perimeter of the possible locations, it would be more feasible for
one or two trucks to complete fewer long orders and the rest to complete many shorter orders. A
solution to this problem would be to implement both the swap and transfer operators that allowed
for significantly different order length and took into account how many orders a truck was already
fulfilling.

In general, one may wonder why use a heuristic at all. In the presence of more constraints, the MILP
formulation may totally fail to generate any solution, while the heuristics can still generate some
solution. Additionally, heuristics often scale better for larger data sets in terms of computational
expense, whereas a strict solver like MILP may take an infeasible amount of time to find the optimal
solution. Small scale comparisons like this give us some idea of the gap between the optimal solution
and the heuristic solution, although it is far from definitive.
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[15] Thomas Stützle and Holger H. Hoos. “MAXMIN Ant System”. In: Future Generation Computer Systems
16 (2000), pp. 889–914.

[16] Kay Chen Tan et al. “Heuristic methods for vehicle routing problem with time windows”. In:
Artificial intelligence in Engineering 15.3 (2001), pp. 281–295.

[17] Paolo Toth and Daniele Vigo. Vehicle routing: problems, methods, and applications. SIAM,
2014.

15

https://doi.org/10.1007/978-3-319-13749-0_9

	Abstract
	Vehicle Routing Problem (VRP)
	Vehicle Routing Problems and Forestry
	Mixed Integer Linear Programming Formulations
	VRP Two-Index Basic Formulation
	Capacitated Vehicle Routing Problem
	CVRP with Time Windows
	Three Index Formulation
	Set Covering and Column Generation
	Overview
	Definitions
	Restricted Master Problem (RMP)
	Subproblem (SP)
	Algorithm

	Minimum Cost Flow Problem

	Simulated Annealing (SA)
	Ant Colony Optimization (ACO)
	Data
	Results
	Discussion
	References

